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Introduction  

       Quantization is the main step in the process of analog 
to digital conversion. Quantizers are included in all modern 
telecommunication systems. With a good choice of 
quantizer, we can achieve increase of the signal quality and 
decrease of the bit-rate. VLC (variable length code) can be 
used for coding of output levels of quantizer. One of the 
most popular VLC is Huffman code. This is the optimal 
code since it gives the shorter average length of 
codewords, compared to other VLC [1].  
       In this paper we analyze four types of quantizers for 
low and moderate bit-rates, for Laplacian source. Firstly, 
exact analyze of the uniform quantizer is done. Then, 
nonuniform quantizer is designed using simplified Lloyd-
Max algorithm. Construction of the nonuniform quantizers 
with very small number of levels for exponential source 
was done in [2]. In [3] the analysis of the uniform 
quantizer for discretized uniform signal was done. For 
small bit–rates it is better to use Lloyd-Max algorithm 
instead of companding technique [4]. After that, we 
introduce two new types of quantizers: hybrid quantizers 
type 1 and type 2. Hybrid quantizer type 1 consists of the 
uniform quantizer in the inner part and of the nonuniform 
Lloyd-Max quantizer in the outer part. It is combination of 
the hybrid quantizer proposed in [5] (which consists of the 
uniform and companding quantizers) and the hybrid 
quantizer proposed in [6] (which consists of the 
companding and Lloyd-Max quantizer). Hybrid quantizer 
type 2 is a modification of the uniform quantizer. It is 
designed with the aim to keep the same Huffman bit-rate 
as for the uniform quantizer, but to increase SQNR (signal-
to-quantization noise ratio). Its decision thresholds are the 
same as for the uniform quantizer, but its representational 
levels are determined as for the nonuniform quantizer.  
       Comparison of these four quantizers is done. Our aim 
is to determine which quantizer should be used in which 
situation. Comparison is done for two cases. In the first 
case VLC is not used and than nonuniform quantizer and 
hybrid quantizer type 1 are the best. In the second case, 
VLC Huffman code is used. It is shown that hybrid 

quantizer type 2 is the best in this case. Therefore, we can 
conclude that hybrid quantizers proposed in this paper give 
excellent performances.     

Huffman code  

       Since construction of Huffman code is well known in 
literature [1], it will not be described here. Output levels of 
a quantizer can be considered as symbols of a discrete 
source and they can be coded with Huffman code. For N-
level quantizer, decision thresholds are denoted with ix , 

Ni ,...,0=  and representation (i.e. output) levels with iy , 
Ni ,...,1= . iP  and id  denotes probability and the length of 

Huffman codeword for the output level iy .  Huffman bit-
rate R and entropy H are calculated as:  

 ∑ == N
i iidPR 1 , [bits/sample], (1) 

 ∑ == N
i ii PPH 1 2 )/1(log , [bits/sample]. (2) 

In this paper we will use input signal with zero mean, 
unit variance Laplacian distribution, whose pdf 
(probability density function) is given with 

 xexp 2)2/1()( −= , (3) 

where )(xp  is even function, quantizer is symmetrical and 
we give expression for probabilities iP  only for positive 
levels  
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Design of quantizer  

       We will describe design of four types of quantizers: 
uniform, nonuniform and two types of hybrid quantizer.  
       Uniform quantizer. Let us consider the uniform 
quantizer with parameters: N – number of levels, maxx  – 
maximal amplitude, Nx /2 max=∆  – quantization 
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stepsize. The thresholds are defined as ∆+−= ixxi max , 
Ni ,...,0= and representation levels with 

∆−+−= )2/1(max ixyi , Ni ,...,1= . The total distortion 
D is equal to the sum of the granular gD and the overload 

ovD  distortion, i.e. ovg DDD += . Granular distortion is 

defined as ∑ ∫= −
−= N
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given with (3), it is obtained that: 
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       Approximation 
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can be used for a large N. But, for a small and a moderate 
N (this case is considered in this paper), exact expression 
(5) should be used. Optimal value of maxx  is obtained by 
minimization of the total distortion D , i.e. by solving the 
equation 0/ max =∂∂ xD . Optimal value of maxx  depends on 
N. Signal-to-quantization noise ratio (SQNR) is defined as 

 )/1(log10[dB] 10 DSQNR = . (7) 

       Nonuniform quantizer. Now, the nonuniform quantizer 
with N levels will be considered. In [7], one variant of 
Lloyd-Max algorithm with effective initialization was 
analyzed. In this paper we propose another, simplified 
version of the Lloyd-Max algorithm.  
       Thresholds of the nonuniform quantizer are denoted 
with +∞=<<=<<<=−∞ NN xxxx ...0... 2/10  and re- 
presentation levels with Nyyy <<< ...21 , iii xyx <<−1 . 
Since )(xp  is even function, quantizer is symmetrical, 
i.e. iNiN xx +− −= 2/2/ , =+− 12/ iNy iNy +− 2/  , 2/,...,1 Ni = . 
Therefore, only the positive thresholds and representation 
levels will be considered. We define the following 
parameters: 
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where for 12/,...,1 −= Ni . It holds that  

 11 −− −∆= iii δδ . (9) 

       For the optimal quantizer the following two rules 
(according to Lloyd-Max algorithm) should be fulfilled 
       Centroid rule: 
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       Nearest neighbor rule 

2/)( 1++= iii yyx .                           (11) 

For Laplacian source expression (10) becomes 
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1 , 12/,...,1 −= Ni , (12) 

 2/11 += −NN xy . (13) 

       Applying (11) for 1−= Ni and using (8) and (13), it is 

obtained that 2/11 =δ . Using (8), we obtain 

iiNiN xy δ−= −− . Also, iNy −  is defined with (12). 
Equaling these two expressions for iNy − , the following 
equation is obtained 
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which is similar to the one obtained in [2] for the 
exponential source. Therefore, knowing iδ , i∆  can be 
found by numerical solving of the equation (14). Starting 
from 2/11 =δ  and solving equation (14) we obtain 1∆ . 
Then, using (9) we obtain 2δ . Then, solving (14), 2∆ is 
obtained. And so on. Generally, in the i-th iteration, iδ is 
calculated firstly using (9), and then i∆  is calculated 
solving equation (14). The last iteration is for 12/ −= Ni . 
Also, we calculate 2/Nδ  using (9). The thresholds and the 
representation levels in the positive part can be calculated 
using the following expressions: 

 12/2/12/ −+ += NNNx δδ ; 2/12/ NNy δ=+ , (15) 

 iN
i
j jNNiNx −
−
= −+ ++= ∑ 2/
1
1 2/2/2/ 2 δδδ , 12/,...,2 −= Ni , (16) 

 ∑ −
= −+ += 1
1 2/2/2/ 2 i

j jNNiNy δδ 2/,...,2 Ni = . (17) 

       Therefore, we can see that thresholds and 
representation levels are completely determined with 
parameters iδ . For a given number of levels N, we take 
parameters 1δ ,…, 2/Nδ , and using (15)–(17), we calculate 
thresholds and representation levels. These parameters do 
not depend on N, e.g. 3δ  is always the same for any N. 
This is very important since these parameters should be 
calculated only once and than can be used for any N.  
     Distortion D of the nonuniform quantizer is defined as  
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        Hybrid quantizer type 1. Hybrid quantizer type 1 
consists of the uniform quantizer (in the inner part) and the 
nonuniform quantizer (in the outer part). Number of levels 
of the hybrid quantizer is 21 NNN += , where 1N  and 

2N  are number of levels of the uniform and the 
nonuniform quantizers. 1t  denotes the border amplitude 
between the uniform and the nonuniform quantizers, i.e. in 
the interval ),( 11 tt−  the uniform quantizer is used and in 
the interval ),( 1t−−∞  ),( 1 ∞∪ t the nonuniform quantizer is 
used. 11 /2 Nt=∆  is the stepsize of the uniform quantizer. 
The thresholds of the nonuniform quantizers are denoted 
with n

ix , 2,...,0 Ni =  and the representation levels with 
n
iy , 2,...,1 Ni = . It holds that −∞=nx0  and ∞=n

Nx
2

. The 
nonuniform quantizer is designed using simplified Lloyd-
Max algorithm, described in subsection B. Since quantizer 
is symmetrical, we will give expressions only for positive 
thresholds and representation levels of the nonuniform 
quantizer: 
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       The total distortion D is the sum of the distortion uD  
of the uniform and the distortion nD  of the nonuniform 
quantizer, i.e. nu DDD += . Distortion uD  is calculated 
using (5), where maxx is replaced with 1t  and N with 1N . 
Distortion nD  is calculated using (18), where N is 
replaced with 2N . Distortion D is function of 1t . 
Therefore, minimizing D (i.e. solving equation 

0/ 1 =∂∂ tD ) the optimal value of 1t  is obtained. This type 
of the hybrid quantizer is designed to achieve maximal 
SQNR for a given number of levels N.  
       Hybrid quantizer type 2. This hybrid quantizer is 
obtained by modification of the uniform quantizer 
described in subsection A. The hybrid quantizer has N 
levels. We firstly design the uniform quantizer with 
parameters: N, ∆ , maxx , ix  and iy  defined as in subsection 
A. Huffman bit-rate R of the uniform quantizer depends on 
probabilities iP , Ni ,...,1= . We can see from (4) that 
these probabilities depend on thresholds ix , 1,...,2 −= Ni . 
The aim of designing the hybrid quantizer type 2 is: to 
provide the same the Huffman bit-rate R as for the uniform 
quantizer, but to increase SQNR. It will be done in the 
following way.  
       Thresholds of the hybrid quantizer will be the same as 
thresholds for the uniform quantizer, therefore probabilities 

iP  will stay the same and therefore Huffman bit-rate R 
will stay the same. Actually, we put −∞=0x  and 

∞=Nx , but 0x  and Nx  do not have influence on R.  
       Representation levels iy  will be calculated using the 
centroid rule (12)-(13), which now becomes: 

 2/11 += −NN xy , (22) 
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 =+− 12/ iNy iNy +− 2/ , 2/,...,1 Ni = . (24) 

iy  is not in the middle of the ),( 1 ii xx − interval, but in the 
centroid of this interval. In that way SQNR increases.  
      Therefore, in the hybrid quantizer type 2, the 
thresholds are calculated as for the uniform quantizer, but 
the representation levels are calculated as for the 
nonuniform quantizer.  

Table 1. SQNR and Huffman bit-rate R for the uniform quantizer 
and for the hybrid quantizer type 2 

N 
Uniform 

 
Hybrid type 
2,variant 1 

Hybrid 
type   

2,variant 
N/2 

R  [bits/ 
sample] 

R1 
[bits/ 

sample] 

SQNR  [dB]   
4 7.07 7.20 7.53 1.82 2 
8 11.44 11.77 12.02 2.48 3 

16 15.96 16.39 16.50 3.07 4 
24 18.66 19.10 19.17 3.53 5 
32 20.60 21.04 21.09 3.82 5 
40 22.12 22.56 22.59 4.04 6 
48 23.37 23.80 23.83 4.25 6 
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Fig. 1. Dependence of SQNR on number of levels N 
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Fig. 2. Dependence of SQNR on Huffman bit-rate R 
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       The main idea of construction of the hybrid quantizer 
type 2 was explained above. But, actually, there are 

2/N variants of this idea. Variant i, 2/,...,1 Ni =  is 
defined in the following way. Output levels 

NiNi yyyy ,...,,,..., 11 +−  are calculated using the centroid 
rule (22)-(24). All other representation levels iNi yy −+ ,...,1  
are the same as in the uniform quantizer. 
       Variant 1 is the simplest, because only two terminal 
levels are calculated as centroids. Variant 2 is more 
complex but it gives higher SQNR. Variant 2/N  is the 
most complex, but it gives the highest SQNR. All these 
variants give the same Huffman bit-rate R which is equal 
to Huffman bit-rate of the uniform quantizer. In Table 1 
SQNR is presented for the uniform and for two variants of 
the hybrid quantizer type 2 (variant 1 and variant 2/N ). 
Also, Huffman bit-rate R, which is the same for these 
quantizers for given N, is presented. For the purpose of the 
comparison, the bit-rate without the Huffman coding 

 NR 21 log=  (  x  is the nearest integer higher than x) is 
also presented in Table 1. It is obvious that the bit-rate 
decreases significantly when the Huffman coding is used. 
We can see that for higher N (N > 16), SQNR for variant 1 
is very close to SQNR for variant 2/N , but variant 1 is 
much simpler. So, for higher N, variant 1 should be used.  

Comparison between quantizers 

       In this section, comparison of the previously described 
quantizers will be done. Two cases is considered.  
Case 1) VLC (variable-length code) is not used, i.e. output 
levels of the quantizer are coded using the codewords with 
the same length. In this case, the aim of design process is 
to achieve as high SQNR as possible, for given number of 
levels N. In Fig. 1 dependence of SQNR on number of 
levels N is presented. We can see that the nonuniform 
quantizer gives the highest SQNR, much higher than in the 
case of the uniform quantizer. Hybrid quantizer type 1 
gives SQNR very close to the one achieved with the 
nonuniform quantizer, but hybrid quantizer is simpler than 
the nonuniform quantizer since it has smaller number of 
nonuniform levels. Therefore, when VLC is not used, the 
best solutions are the nonuniform quantizer and the hybrid 
quantizer type 1. The hybrid quantizer type 2 is not 
designed for this case.  
Case 2) VLC Huffman code is used. Now, the aim of 
design process is to simultaneously maximize SQNR and 
minimize the bit-rate R, i.e. to achieve as high as possible 
SQNR for some bit-rate R. In Fig. 2 dependence of SQNR 
on Huffman bit-rate R is presented. We can see that the 
hybrid quantizer type 2 gives the highest SQNR for all R. 

SQNR of the nonuniform quantizer is almost equal to 
SQNR of the hybrid type 2 for very small bit-rates (R < 2 
bits/sample), but for R > 2.6 bits/sample, it is the smallest. 
SQNR of the uniform quantizer is the smallest for low bit-
rates (R < 2.6 bits/sample), but for higher bit-rates it is 
higher than SQNR of the nonuniform quantizer. So, we can 
conclude that the hybrid quantizer type 2 is the best 
solution when VLC is used. The hybrid quantizer type 1 is 
not designed for this case.  
  We can conclude that hybrid quantizers proposed in 
this paper have very good performances in situations for 
which they are designed.  

Conclusions 

In this paper four types of quantizers were analyzed. 
Among them, two new types of hybrid quantizer were 
proposed. Our aim was to find out which quantizer is 
suitable to be used in different considered situations.  
Therefore, comparison of these quantizers was done in two 
cases: when VLC (variable length code) was not used and 
when VLC Huffman code was used. It was shown that 
when VLC was not used, the nonuniform and the hybrid 
type 1 quantizers achieved the best performances (hybrid 
type 1 is simpler than nonuniform). When Huffman VLC 
was used, the hybrid quantizer type 2 was the best. 
Therefore, it was shown that hybrid quantizers proposed in 
this paper could achieve excellent performances.  
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