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Abstract—This study used two different Artificial Neural
Networks (ANN) to determine the point on a computer screen
that the user is looking at. First, an ANN, called ANN1 was
developed to identify the eye region of a laptop user from a
webcam image. The computer screen was then divided into 57 ×
32 blocks of 24 × 24 pixels. One hundred of these were
randomly selected, and 20 images were taken by the integrated
webcam while the user was looking at each point. The eye
region was found on each image by ANN1. This eye region data
was used to train another ANN, called ANN2. Twenty blocks
were selected, and 20 different images were used as the test set.
The coordinates of the block at which the user was looking
were determined by ANN2. The deviations between the actual
location coordinates and the location coordinates estimated by
ANN2 were small. We conclude that our ANN2 was
successfully trained to find the viewpoint of the user.
1

Index Terms—EyeGaze; eye tracker; artificial neural
networks; feature extraction.

I. INTRODUCTION

New developments in image processing use the eye
regions in an image [1] to acquire and use data related to the
regions. The main fields in which such data are used include
health monitoring [2], person recognition, security systems
[3]–[6], staff follow-up systems, and EyeGaze systems.
EyeGaze systems are used to identify a location on a screen
that the user is looking at [7] and can be used to control a
system. Beneficiaries of the EyeGaze systems being
developed include paralysed patients and children with
dyslexia. In these systems, devices called ‘eye trackers’ are
used to follow the eye movements [7], and recent
developments support simple and accurate human–computer
interaction [8]. However, current eye trackers require
physical contact with the user or beaming of infrared light at
the eye [7]. Moreover, in EyeGaze systems, the positions of
eyes are not evaluated only for that moment as eyes are
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constantly in motion.While scanning a scene, the eyes
alternate between saccades and fixation [7]–[11], but even in
fixation, there are small motions [7]. EyeGaze systems
therefore need to record eye motions and to determine view
points when the eye makes a saccade [7].

Adding hardware to an EyeGaze system increases the cost
and affects the usage of the system. An alternative approach
would be to determine points on a screen based on user
images. This offers the prospect of easy to use, economical
systems, encouraging the uptake of EyeGaze systems. Many
studies are being conducted to identify the eye region from
an image and to collect data about eye regions [12]–[16].
Most use Head Control or Head Tracking, in which the
cursor is controlled by following head motion. In other
studies, the cursor is directly controlled by eye movement
[17], [18]. In a project called Opengazer supported by the
European Commission, the Gatsby Foundation, and
Samsung, cursor control was achieved through eye
movement, without using an eye tracker [17]. In this system,
coordinate determination is broken into three steps. In the
first step (feature point selection), the user selects feature
points on the face area by using a mouse. In the second step,
(calibrating the system) the user directs the gaze at points
that appear on the screen to calibrate the system. In the final
step (tracking), feature points are followed to determine the
coordinates of the point being looked at [17].

In another study, Yilmaz [18] demonstrated computer
control using EyeGaze direction detection. The face region
was first detected by the Adaboost algorithm, following
which the eye region was detected by a Support Vector
Machine (SVM) [18]. Gaze direction was detected using
SVM and grayscale image features [18].

The systems to be controlled by looking have various
features and control aims. Although these differences affect
the devices that are used, they do not affect the demands
made on image processing.

This study aimed to determine the coordinates of an image
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on the computer screen that the user was looking at by
processing images taken by an integrated webcam. Because
no eye tracker was used, the approach differs from that of
most EyeGaze systems.

II. MATERIAL

The study was implemented on a laptop computer with a
15.6 inch screen of 1366 × 768 resolution, a 2.13 GHz dual
core Intel P7450 processor with 2.00 GB of RAM and a 1.3
Megapixel integrated webcam.

The screen of the laptop was divided into 57 × 32
(blocks), each of 24 × 24 pixels. From these blocks, 100
were selected for training and 20 were used to create a test
set. A screen shot of the blocks is given in Fig. 1. The size of
block is selected 24 × 24 pixels. For 15.6 inch screen, used
in this study the button sizes are 30 × 18 pixels for
minimize, 26 × 18 pixels for maximize, and 48 × 18 pixels
for shutdown.

Users were asked to look at certain locations, and the
integrated webcam captured 20 images from each user,
giving a total of 2000 images for each user. A training
database was created from these 2000 of the user images
(480 × 640 × 3). A testing database was also created from
400 of the user images taken from 20 test locations. Areas of
48 × 160 belonging to an eye region were identified in each
image for use in the training set and test data. As the number
of pixels in each eye region was large, the image was
reduced in size to 6 × 20 using the Matlab ‘imresize’
command. To allow the pixel values to be used as input to an
artificial neural network (ANN2) they were converted into
vector matrices with a size of 1 × 120. Because eye regions
can start at many different coordinates in a user image, the
starting coordinates of the eye region in each user image
were determined and used as input values to the ANN2 with
their pixel values, providing 122 data points for each image.

The images of the user were taken from a distance of 40–
60 cm (the typical distance between the user and the screen),
with an average distance of 50 cm, under identical light
intensities and gaze angles to the screen.

Fig. 1. Screen display of creating locations of training and test: a)
locations with blue color are for training, b) locations with red color are for
test.

A total of 11 users participated in the study. A MATLAB
GUI interface was created to allow the images to be captured
from the participants’ own computers, making the study free
from constraints of time and place. For all images,
computers with the same screen resolution and size were

used.

III. METHODS

The study followed the flowchart given in Fig. 2.
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Fig. 2. Flowchart of the study.

A. Finding the Eye Region
Webcam images were taken of the laptop users looking at

the screen under different light intensities, in different
environments and from different perspectives. The 48 × 160
blocks that located the eye region were manually identified
in these images. The data were converted into 1 × 120 vector
matrices in MATLAB and used as the ANN1 training
database.

Images used in the training set, and samples of the eye
regions identified from these images, are shown in Fig. 3.

(a)                            (b)                          (c)

(d)                     (e)                   (f)
Fig. 3. The samples obtained from different environments and with
different light intensity in (a), (b), and (c). The eye regions obtained from
these images for the training set in (d), (e), and (f).

A feedforward backpropagation ANN model was used,
consisting of one hidden layer and one output layer. The
hidden layer comprised 150 neurons, while the output layer
comprised one neuron. The network parameters were
determined from the test results using the logarithmic
sigmoid as the activation function in the hidden layer and the
tangent sigmoid as the activation function in the output
layer. A ‘trainscg’ parameter was used in algorithm learning.
The learning and momentum coefficients were set at 0.6 and
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0.8, respectively. During the training period, a total of 642
images were used, 107 of which correctly represented the
eye region. For each input, an attribute vector was used to
compose the network from 120 values. Each output was
given the value 1 for a correct input and −1 for an incorrect
input.

(a)                      (b)                         (c) (d)
Fig. 4. The samples for the test images applied by the ANN in (a), (b), (c),
and (d).

After training, the ANN1 was applied to the test set,
achieving a success rate of 100 %. During the repeated
testing stage, it was observed that the success rate varied
from 90 % to 100 %. The network which obtained the best
result was selected. Images obtained by the ANN1 from the
test set are shown in Fig. 4.

B. Coordinate Detection
An image including the training and test locations was

used as a background and 20 images were taken where the
ANN1 had detected the eye region during the first stage.
This procedure was repeated for each location. The images
used for each user were captured when viewing the area with
a fixed gaze. When the eyes saccade between two points, it
is impossible to predict where the gaze will terminate. For
this reason, images of saccades were not used. The images
were taken as soon as the user focused on the key location.

When preparing the training set, the eye regions were first
obtained from the image. The image of the eye region was
converted to a 1 × 120 sized vector, and the initial
coordinates of the eye region were added. For each image, a
total of 122 data points were obtained. The test database was
prepared in the same way as the training database.

Images used in the preparation of the training set, and the
eye regions identified from these images, are shown in
Fig. 5.

(a)                          (b) (c) (d)
Fig. 5. Image taken for the use in the training set (a); Image where the eye
region was found (b); Eye region (c); and Eye region which size was
minimized in Matlab (d).

For training, a feedforward backpropagation ANN model
was used, comprising two hidden layers and one output
layer. There were 90 neurons in the first hidden layer, nine
in the second hidden layer, and two in the output layer. The
network parameters were determined from the percentage of
successes from the test results. The tangent sigmoid was
used as the activation function in all layers, and the
‘trainscg’ parameter was again applied to the learning
algorithm. In the ANN2, the learning and momentum
coefficients were 0.7 and 0.3, respectively. For each input,
an attribute vector of 122 values was applied to the ANN2
and the location expressed by the input was set as

coordinates x (1–57) and y (1–32) in the output. The input
and output values were scaled between 0–1 during the
training.

After training, the ANN2 was applied to the test database
and the area coordinates were determined for each test input.
The area coordinates and test areas used during the capture
of the test images are shown in Fig. 6.

Fig. 6. The result obtained from the test data application of the network
trained for the coordinate detection: (a) the red coloured square locations
are the test areas, and (b) the round areas, showed with different colours
around the test zones are the coordinates estimated by ANN.

A total of 400 test results were obtained, including 20
blocks for each test location. The red blocks show the test
locations, and the test results for each location were printed
as different coloured circles on the image at the centre of the
location which they represented.

C. Coordinate Detection with Different Users
At this stage, to confirm that the ANNs would give

comparable results for different users, an interface was
developed using MATLAB GUI and the experiment was
repeated with different users.

Fig. 7. The interface, prepared for the test subjects and deleting the invalid
images before the recording.
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In this phase of the study, the goal was to ensure that the
ANN1 could correctly identify the eye region of the
participant. Images were taken of the participant in different
environments, under different light intensities, and when
looking at the computer screen from different perspectives.
The ANN1 training set was then expanded by adding a
further 220 images: 50 images from two of the participants
and 20 images from six of the participants. The ANN1 was
trained again, now with a total of 1962 data groups (1962 ×
122) from 327 user images. At this stage, one of the
participants left the study and four new participants were
added to the study. The rest of the program was conducted
using eight male participants and three female participants.
Although the ANN1 had not been trained with the eye
regions of the four users who joined the study late, the eye
regions of these users were also successfully identified. The
image was sent to the screen by analysing it in real-time and
finding the eye region of the user. A screen shot of the
interface is given in Fig. 7.

(a) (b)

(c) (d)

(e)

(f) (g)
Fig. 8. Windows for directing the interface and displaying the areas on the
screen.

This interface was used to guide the participant in the
image acquisition process, in an attempt to avoid errors
arising from incomplete data acquisition. The process
required six real-time images to be taken, and participants
were allowed to delete any image in which the eye region
was not found, or in which other errors occurred. Deletion

was done by clicking on an image in which the eye region
was incorrectly identified, as shown in Fig. 7. Images that
were saved were recorded by area numbers. When the
number of records reached 20 for each location, the program
stopped recording. Participants were required to record a
total of 2400 images, including 100 for the training location
and 20 for the test location. Because the ANN2 was being
trained to detect gaze, the test results were negatively
affected if images were taken from different perspectives.

The informations about the windows, in Fig. 8 are
following:

a) It is seen when pressed “START” button.
b) It is seen when pressed “OK” button on the first
window.
c) It gives information about how to take images.
d) It asks to enter the area number desired to take the
image.
e) It shows the area which number is entered.
f) It shows the area in size of 24 × 24 related to its
coordinates when the area number is entered.
g) It asks to check the captured images before recording.

Fig. 9. Images of the test subjects while looking at the 75th training area.

Images taken from different participants while looking at
a given area are shown in Fig. 9.

IV. RESULTS

This study aimed to identify the locations that the user is
looking at on a computer screen using a feedforward
backpropagation network structure. The coordinates
obtained from the ANN2 and the actual coordinates are
shown in Fig. 6. It can be seen that the coordinates given by
the ANN were very close to the true values.

The accuracy of the obtained coordinates was tested using
root-mean-square error (RMSE), mean absolute percent
error (MAPE) [19], [20] and mean absolute error (MAE)
[21]. The equations for the two-dimensional data are given
below:
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where n is the number of estimates, xY is the real x

coordinate, '
xY is the estimated x coordinate, yY is the real y

coordinate and '
yY is the estimated y coordinate.
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The values obtained by the ANN2 for each test image
were located within a location, and the coordinates of this
location were used to predict the location coordinates. The
difference between the actual location coordinates and the
predicted location coordinates was treated as the error. The
error values were RMSE = 2.0069, MAPE = 0.0735 and
MAE = 1.6648.

The deviations between the actual location coordinates
and the location coordinates estimated by the ANN2 were
small. The calculated MAE expected for any location is
shown as a black circle in Fig. 10.

Fig. 10. The average of the results expected to be obtained from the 4th test
area.

In the cross validation, one of the performance measures
(MAPE) decreased, while two (RMSE and MAE) increased.
However, these changes were not significant.

The performance values obtained by repeating the test and
training processes of the ANN2 with the images from the
participants are given in Table I.

TABLE I. OBTAINED PERFORMANCE MEASUREMENT FROM THE
TEST SUBJECTS.

RMSE MAPE MAE
1 5.5245 0.28168 4.1566
2 6.0787 0.39425 5.2363
3 5.527 0.27387 4.6644
4 5.65 0.25946 5.0021
5 3.2202 0.1357 2.7083
6 7.7756 0.38961 7.0399
7 18.3218 0.929 15.7423
8 6.9441 0.35913 6.1379
9 7.823 0.299 6.5481

10 7.5598 0.50591 6.2501
11 5.7171 0.21133 4.9078

Fig. 11. The images of the researcher and the 5th and 7th test subjects who
obtained the best and worst results while looking at the 5th training area (10
pieces).

Cross validation was performed by switching the input
data of 20 randomly selected locations in the training
database with 20 locations from the test. The results were
RMSE = 2,6453, MAPE = 0,0715 and MAE = 2,0070.

Fig. 12. The images of the researcher and the 5th and 7th test subjects who
obtained the best and worst results while looking at the 85th training area
(10 pieces).

(a)

(b)
Fig. 13. The best (a) and worst (b) results obtained by the test subjects.

Examples of the images used in the study are given in
Fig. 11 and Fig. 12. The results when the test images were
applied to the ANNs developed using these example images
are given in Fig. 13.

V. CONCLUSIONS

EyeGaze systems allow a computer to be used without a
keyboard or other input device, by following the eye
movements of the user.

This study attempted to identify a location on the
computer screen based on the gaze of the user, without the
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need for dedicated eye tracking devices. The eye region of
the user was found from images taken by a webcam, and the
pixel values of the eye region were used to train an ANN.
The location identified by the ANN was very close to the
true location. This was confirmed by statistical testing with
values of 7.35 % for MAPE, 2.0069 for RMSE and 1.6648
for MAE. In Fig. 13, differences can be observed between
the MAE results, with the lowest MAE result being very
close to the MAE result obtained by the researcher. After
analysing the user images, it was concluded that the
deviations in the MAE results were caused by the head
position of the user changing during image capture.
Figure 11 and Fig. 12 show the images of the participants
with the best and worst MAE result from the 5–85th training
areas. It can be seen that the first participant did not change
his angle of gaze, whereas the angle of the second
participant changed.

These results suggest that the ANN2 developed in this
study can be used to control a computer with a virtual
keyboard by tracking the gaze of the user.

In previous studies Yilmaz [18] has reported a success
rate of 97.2 % in the downward, upward and right and left
gaze directions. However, gaze detection yielding viewpoint
coordinates is a different matter, and the performance cannot
be compared with that of the present study.

Opengazer [17] did not report success rates, so again the
results cannot be compared with the present study, but the
method used in the study offers certain advantages. Although
our method did not require reference points or calibration
during operation, the fact that each user had to repeat the
training process was a disadvantage.

In the near future, the EyeGaze system will be able to use
Webcam images instead of requiring an eye tracker. This
will reduce costs by simplifying the use of the EyeGaze
system, which will help expand its use.

A factor which adversely affected the results in this study
was the continued movement of the eye during moments of
fixation. The results could also be improved by increasing
the number of locations used in the training set.

Based on our results, the use of data on both the eye
region and the head position not only reduces the error rate,
but also simplifies the use of the interface. The ANN can
achieve improved performance when identifying the eye
region of any computer user by developing the training
database used.

The software is intended for use with certain screen sizes
and resolutions and should therefore be rearranged to allow
the users themselves to conduct the training and test
procedures if the study is to be repeated for different screen
sizes and resolutions.
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